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 BPS guidelines on the teaching of quantitative methods in psychology  Which chapters? 

 Descriptive and summary statistics  3, 4 and 5 

 Probability theory  4 and 5 

 The normal distribution  3, 4 and 5 

 Statistical inference  4 and 5 

 Confidence intervals  4 

 Mean and error bar graphs  4 

 Non-parametric alternatives to t-tests  16 

 Tests of proportions  9 

 Cramer’s Phi as a measure of association in contingency tables  — 

 McNemar’s test of change  — 

 Bivariate correlation and linear regression  6 and 12 

 The analysis of variance  10, 11 and 15 

 Non-parametric alternatives to one factor analyses of variance  16 

 The choice of an appropriate statistical analysis  5 

  British Psychological Society standards in Quantitative 
Methods in Psychology 

 The British Psychological Society (BPS) accredits psychology degree programmes across 
the UK. It has set guidelines as to which major topics should be covered within quantitative 
methods in psychology. We have listed these topics below and indicated where in this 
 textbook each is covered most fully. 
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Preface

It seems incredible to us that it is now 18 years since our book was first published. We have 
been amazed at how well the book has been received and thankful for the kind words tutors and 
students alike have said about it. In this seventh edition of the book we have kept true to our 
vision for the book to provide conceptual explanations of statistical concepts without making 
you suffer through the formulae. We have built upon the strengths of the previous editions and 
updated our examples from the literature, updated some of the practical exercises, provided 
reflections from authors of published research and responded, with revised explanations, to a 
number of reviewers who kindly provided feedback on the sixth edition.

We wrote this book primarily for our students, most of whom disliked mathematics, and could 
not understand why they had to learn mathematical formulae when their computer software 
performed the calculations for them. They were not convinced by the argument that working 
through calculations gave them an understanding of the test – neither were we. We wanted them 
to have a conceptual understanding of statistics and to enjoy data analysis. Over the past 20 years 
we have had to adapt our teaching to large groups of students, many of whom have no formal 
training in mathematics. We found it was difficult to recommend some of the traditional statistics 
textbooks – either they were full of mathematical formulae, and perceived by the students as dull 
or boring, or they were simple, statistical cookbook recipes, which showed them how to perform 
calculations, but gave them no real understanding of what the statistics meant. We therefore 
decided to write this book, which seeks to give students a conceptual understanding of statistics 
while avoiding the distraction of formulae and calculations.

Another problem we found with recommending statistics textbooks was the over-reliance on 
the probability value in the interpretation of results. We found it difficult to convince them to 
take effect size, and confidence intervals, into consideration when the textbooks that were 
available made no mention of the debates around hypothesis testing, but simply instructed 
students to say p 6 0.05  is significant and p 7 0.05  is not significant! We hope in writing this 
book that students will become more aware of such issues.

We also wanted to show students how to incorporate the results of their analysis into 
laboratory reports, and how to interpret results sections of journal articles. Until recently, 
statistics books ignored this aspect of data analysis. Of course, we realise that the way we have 
written our example ‘results sections’ will be different from the way that other psychologists 
would write them. Students can use these sections to gain confidence in writing their own 
results, and hopefully they will build on them, as they progress through their course.

We have tried to simplify complex, sometimes very complex, concepts. In simplifying, there 
is a trade-off in accuracy. We were aware of this when writing the book, and have tried to be as 
accurate as possible, while giving the simplest explanation. We are also aware that some students 
do not use SPSS (an IBM company*) for their data analysis. IBM® SPSS® Statistics, however, 

*SPSS was acquired by IBM in October 2009.
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Preface xvii

is the most commonly used statistical package for the social sciences, and this is why the text 
is tied so closely to SPSS. Students not using this package should find the book useful anyway. 
This edition of the book has been updated for use with SPSS version 23 and earlier.

As with the sixth edition of the book we have included information about the authors of 
articles which we have drawn upon in the writing of this book – and have included photos of 
them where possible – strictly with their permission, of course. We also asked them why they 
had chosen their particular research topic, and whether they had encountered any problems in 
the running of the experiment/study. We thought this would enrich the text. Although we have 
updated many examples from the literature, we have left in some early studies because they 
illustrate exactly the points made in the text. Some reviewers thought there should be more 
challenging activities and/or multiple choice questions. Therefore, we have added activities 
which are based on examples from the literature, and require students to interpret the material, 
in their own words. They can then compare their interpretation with the authors’ 
interpretation.

We hope that students who read the book will not only learn from it, but also enjoy our 
explanations and examples. We also hope that as a result of reading this book students will feel 
confident in their ability to perform their own statistical analyses.

How to use this book
To help you get the most from this book we thought that it would be useful to provide a brief 
overview of the book and of the structure of the chapters. The best way to use the book if you 
are new to statistics in psychology or if you have been away from statistics for a long while is 
to work your way through the chapters from Chapter 1 onwards. The most important chapters 
to read and ensure that you understand fully are the first five chapters as these provide you with 
the core concepts for comprehending the main statistical techniques covered later in the book. 
If you spend the time and effort on these opening chapters then you will be rewarded by having 
a better understanding of what the statistical tests are able to tell us about our data. We cannot 
stress enough the importance of such an understanding for appropriate use of statistical 
techniques and for your ability to understand and critique others’ use of such techniques.

The chapters that follow these opening chapters generally explain the concepts underlying 
specific types of tests as well as how to conduct and interpret the findings from these. We start 
off with the more basic tests which look at the fewest possible variables (‘variables’ will be 
explained in Chapter 1) and then using these as a basis we move on to the more complex tests 
later in the book. In some ways it might be better to read about a basic type of test, say simple 
correlations (see Chapter 6), and then move on to the more complex versions of these tests, say 
regression and multiple regression (see Chapter 12). As another example, start with simple tests 
of differences between two groups (in Chapter 7) and then move on to tests of differences 
between more than two groups (Chapters 10 and 11). However, often statistics modules don’t 
follow this sort of pattern but rather cover all of the basic tests first and only then move on to 
the complex tests. In such a learning pattern there is the danger that to some extent some of the 
links between the simple and complex tests may get lost.

Rather disappointingly we have read some reviews of the book which focus entirely on the 
step-by-step guides we give to conducting the statistical analyses with SPSS for Windows (now 
called SPSS Statistics). We would like to stress that this book is not simply a ‘cookbook’ for 
how to run statistical tests. If used appropriately you should come out with a good understanding 
of the statistical concepts covered in the book as well as the skills necessary to conduct the 
analyses using SPSS Statistics. If you already have a conceptual understanding of the statistical 
techniques covered in the book then by all means simply follow the step-by-step guide to 
carrying out the analyses, but if you are relatively new to statistics you should ensure that you 
read the text so that you understand what the statistical analyses are telling you.
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Prefacexviii

There are a number of features in this book to help you learn the concepts being covered 
(in technical terms these are called ‘pedagogic’ features). These are explained below, but before 
we explain these we will give you a general overview of what to expect in each chapter.

In each chapter we will highlight what is to come and then we will explain the statistical 
concepts underlying the particular topics for that chapter. Once we have covered the statistical 
concepts you will be given step-by-step guides to conducting analyses using SPSS Statistics. 
Towards the end of each chapter you will be provided with a means of testing your knowledge, 
followed by some pointers to further reading. We will now describe some of the features found 
in the chapters in more detail.

At the beginning of every chapter there is a Chapter overview. These overviews provide you 
with information about what is contained in each chapter and what you should have achieved 
from working through it. Sometimes we will also highlight what you need to know beforehand 
to be able to get the most from the chapter. You should make sure that you read these (it is very 
easy to get into the habit of not doing this) as they will set the scene for you and prepare your 
mind for the concepts coming up in the book.

At the end of each chapter there are Summaries which outline the main concepts that were 
covered. These are important for consolidating what you have learnt and help put the concepts 
learnt later in the chapter back in the context of the earlier concepts. You will also find SPSS 
Statistics exercises, activities and multiple choice questions. We cannot stress enough the 
importance of working through these when you finish each chapter. They are designed to test 
your knowledge and to help you actively work with the information that you have learnt. 
The best way to learn about things is to do them. The answers to the multiple choice questions 
are also provided at the very end of each chapter so that you can check your progress. If you 
have answered questions incorrectly go back and read the relevant part of the chapter to ensure 
that you have a good understanding of the material. The answers to the SPSS Statistics exercises 
are provided at the end of the book. Check these and if you have different answers go back and 
try to work out where you might have gone wrong. Often it might be that you have input the 
data incorrectly into SPSS Statistics. There are additional multiple choice questions and SPSS 
Statistics exercises on the companion website and so please do make use of these also.

Within each chapter there are a number of features designed to get you thinking about what 
you have been reading. There are Discussion points which help you to explore different ideas 
or theories in more detail. There are also a number of Activity boxes which provide additional 
opportunities for you to test your understanding of the theories and ideas being discussed. It is 
important to complete the activities as we have placed these to ensure that you are actively 
engaging with the material. Our experience has shown that actively working with material helps 
learning (and makes reading more enjoyable). You will also find a number of Example boxes 
where we provide a concrete example of what we are discussing. Providing such concrete 
examples helps students understand the concepts more easily. There are also lots of examples 
from the psychological literature which show how active psychology researchers use the 
statistical techniques which have been covered in the chapters.

Where appropriate we have included as many diagrams and pictures as we can as these 
will help you to understand (and remember) the text more easily. The thought of giving you 
endless pages of text without breaking it up is not worth thinking about. This would probably 
lead to a lot of Zzzzzz. On a serious note though, remember that the pictures are not there to 
be pretty nor just to break up the text. Please consult these along with reading the text and this 
will help you learn and understand the concept under discussion. Occasionally in the book you 
will come across Caution boxes. These are there to warn you of possible problems or issues 
related to certain techniques or statistical concepts. These are useful in many ways as they are 
designed to help you to understand some of the limits of statistical tests and they serve as a 
reminder that we have to think carefully about how we analyse our data.

Where in a chapter we want to show you how to use SPSS Statistics we provide annotated 
screenshots. These will show you which buttons to click in SPSS Statistics as well as how and 
where to move information around to get the analyses that you want. Finally, at the end of each 
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Preface xix

chapter there is a Reference section. In this we will provide details of all the other authors’ 
works that we have mentioned within the chapter. This is pretty much what you should do when 
writing up your own research. Some of the references will provide the details of the examples 
from the literature that we have presented and some will be examples of potentially useful 
further reading. You can follow up these as and when you choose to. Sometimes it is good to 
follow up the examples from the research literature as you can then see the context to the exam-
ple analyses that we present. Also, by looking at how the experts present their research you can 
better learn how to present your research.

Companion website
We would urge you to make as much use as possible of the resources available to you on the 
companion website. When you get on to the site you will see that it is broken down into 
resources for each chapter. For each chapter you will find SPSS Statistics dataset files which 
are simply the data for the examples that we provide in each chapter. You can access these to 
ensure that you have input data correctly or so that you can carry out the same analyses that we 
present in each chapter to make sure that you get the same results. Also, on the website you will 
find additional multiple choice questions. If you find that you have made mistakes in the 
multiple choice questions provided in the book you should go back through the chapter and try 
to make sure that you fully understand the concepts presented. It wouldn’t make sense for you 
to then test yourself using the same multiple choice questions and so we have provided the 
additional ones on the companion website. As another means of testing yourself and to help 
you actively learn we provide additional SPSS Statistics exercises for each chapter and a 
step-by-step guide to the analysis to conduct on this data and how to interpret the output.

Finally, you will find links to interesting and useful websites which are relevant to the 
concepts being covered in each chapter.
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Guided tour

The chapter overview gives you a feel for what 
will be covered and what you should have learnt 
by the end of the topic.

Caution boxes highlight possible problems you may 
encounter or issues for consideration.

 9.1 Frequency (categorical) data

The tests you have used so far have involved calculations on sets of scores obtained from par-
ticipants. Sometimes, however, we have categorical data (i.e. data in the form of frequency 
counts). For example, let’s imagine that we ask a sample of farmers (actually 544 of them) which 
of four pig pictures they prefer for a ‘save our bacon’ campaign. We would simply record how 
many chose picture 1, how many chose picture 2, and so on. The data would be frequency 
counts. Table 9.1 shows the sort of results we might obtain.

CHAPTER OVERVIEW

Earlier, in Chapter 6, you learnt how to analyse the relationship between two variables, using Pearson’s 
r. This test was useful in giving a measure of the association between two continuous variables. You 
have seen how to represent such relationships on scattergrams, or scatterplots. You learnt what was 
meant by a correlation coefficient, and that r is a natural effect size. This chapter also discusses 
relationships, or associations, but this time we are going to discuss how to analyse relationships 
between categorical variables.

The measure of association that we are going to discuss in this chapter, x2 or chi-square (pronounced 
kye-square), measures the association between two categorical variables. You also learnt about 
categorical variables (in Chapter 1). If, for instance, we classify people into groups based on which 
colour blouse or shirt they are wearing, this is a categorical category. In the same way, if we classify 
people by ethnic group, religion or the country in which they live, these are all categorical judgements; 
it does not make sense to order them numerically. In this chapter then, you will learn how to:

■	 analyse the association between categorical variables
■	 report another measure of effect (Cramer’s V)
■	 report the results of such analyses.

The analyses of the relationships between categorical variables include the following:

■	 Frequency counts shown in the form of a table – explained later in the book.
■	 Inferential tests, which show us whether the relationship between the variables is likely to have been due 

to sampling error, assuming the null hypothesis is true.
■	 Effect size: x2 can be converted to a statistic called Cramer’s V – this is interpreted in the same way as any 

other correlation coefficient. Luckily, this is available through SPSS.

Measures of association 9
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The emboldened row shows the probability of obtaining a value of 0.94 when the null 
hypothesis is assumed to be true - 66% for a two-tailed hypothesis, and 31% for a one-tailed 
hypothesis.

The textual part of your report might read as follows:

Since 50% of the cells had an expected frequency of less than 5, the appropriate statistical 
test was Fisher’s Exact Probability. This gave p = 0.66 for a two-tailed hypothesis. The value 
of Cramer’s V was 0.10, showing that the relationship between smoking and drinking was 
almost zero. The conclusion, therefore, is that there is no evidence to suggest an association 
between drinking and smoking.

A 2 * 2 x2 square is easy to work out by hand once you are used to it, but we will not ask 
you to do it. The instructions on how to perform a 2 * 2 x2 analysis on SPSS were given earlier 
(see page 301).

Symmetric Measures

Nominal by Nominal

N of  Valid Cases

Phi

Cramer’s V

Value

2.097

.097

100

Approximate
Significance

.332

.332

This is the
measure of e�ect

You cannot tell how many people are going to fall into each category when you start your study, 
so you need to obtain far more participants than you think you need, to make sure you have 
enough participants in each cell.
x2 is always positive (because a squared number is always positive).

Whereas DF roughly equates to the number of participants in most statistical analyses, it does 
not in x2, as DF is calculated by number of rows minus 1 (r - 1) multiplied by number of 
columns minus 1 (c - 1). In this case, you can see that a 2 * 2 x2 will always have DF = 1 
because (r - 1) = (c - 1) = (2 - 1) = (2 - 1) = 1.

Caution!

Activity 9.5

Cramer’s V is:

(a) A measure of difference
(b) A correlation coefficient
(c) An equivalent statistic to Fisher’s Exact Probability Test
(d) A CV value

Statistics without maths for psychology56

Definition

Exploratory data analyses are where we explore the data that we have collected in order to describe it 
in more detail. These techniques simply describe our data and do not try to draw conclusions about any 
underlying populations.

Then you need to click on the Statistics button and select the mode from the next dialogue box along 
with any other measures of central tendency you require – see the screenshot below:

 3.4 Graphically describing data

Once you have finished a piece of research, it is important that you get to know your data. One 
of the best ways of doing this is through exploratory data analyses (EDA). EDA essentially 
consist of exploring your data through graphical techniques. It is used to get a greater under-
standing of how participants in your study have behaved. The importance of such graphical 
techniques was highlighted by Tukey in 1977 in a classic text called Exploratory Data Analysis. 
Tukey considered exploring data to be so important that he wrote 688 pages about it! Graphi-
cally illustrating your data should, therefore, be one of the first things you do with it once you 
have collected it. In this section we will introduce you to the main techniques for exploring your 
data, starting with the frequency histogram. We will then go on to explain stem and leaf plots 
and box plots.

 3.4.1 Frequency histogram

The frequency histogram is a useful way of graphically illustrating your data. Often researchers 
are interested in the frequency of occurrence of values in their sample data. For example, if you 
collected information about individuals’ occupations, you might be interested in finding out how 
many people were in each category of employment. To illustrate the histogram, consider a fre-
quency histogram for the set of data collected in a study by Armitage and Reidy (unpublished). 
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Activity boxes provide you with opportunities to 
test your understanding as you go along.

SPSS sections guide you through how to use the 
software for each process, with annotated, full-
colour screenshots to demonstrate what should be 
happening on screen.

Definitions explain the key terms you need to 
understand statistics.
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Guided tour xxi

Personal reflection boxes bring statistics to life through 
interviews with researchers, showing their important role 
in psychological discoveries.

Statistics without maths for psychology318

Personal reflection

Manna Alma, PhD
University Medical Center Groningen, Department of Health Sciences, Com-
munity and Occupational Medicine, The Netherlands
ARTICLE: The effectiveness of a multidisciplinary group rehabilitation program 
on the psychosocial functioning of elderly people who are visually impaired

Manna Alma says:

‘Vision loss and its consequences on daily functioning require substantial psychosocial adjustment, 
a process many visually impaired persons are struggling with. The psychosocial impact of vision loss is 
profound, evidenced by deleterious effects on emotional adaptation, an elevated risk for depression, a 
high level of emotional distress, reduced mental health and a decline in life satisfaction. The psychoso-
cial needs of those who are visually impaired should be part of their rehabilitation. Therefore, we devel-
oped a multidisciplinary group rehabilitation program, Visually Impaired Elderly Persons Participation 
– VIPP, which aims to promote adaptation to vision loss and to improve social functioning. In that paper, 
we described the results of a pilot study on the impact of VIPP on psychosocial functioning of the visu-
ally impaired elderly. For a convincing estimation of the change in psychosocial functioning a rand-
omized controlled trial is preferable. Since the pilot study was a first step in investigating the 
effectiveness of the VIPP-program, we used a single group pretest–posttest design. The results showed 
an increase in psychosocial functioning directly after the program. For some of the outcome measures 
the improvement appeared to be a temporary effect and was followed by a decline during the six 
months following the intervention. However, the six-months follow-up measure still indicated positive 
effects compared to baseline. This pilot study was a first step toward documenting the effect of VIPP 
on psychosocial functioning. Although the results are preliminary because of the small sample size and 
the research design, the results are promising.’
Example from the literature

The effectiveness of a multidisciplinary group rehabilitation program on 
the psychosocial functioning of elderly people who are visually impaired

Alma et al. (2013) carried out a group rehabilitation programme for visually impaired older people. They 
measured 29 people on psychosocial variables before an intervention. The intervention consisted of 20 
weekly meetings which included practical training and education. The participants were measured at 
three time-points (baseline, halfway, immediately after the completion of the intervention, and at six-
month follow-up). This, then, is a pre-post design, suitable for repeated-measures ANOVA. The authors 
state that they used Eta squared as a measure of effect size (ES).

The table of results is reproduced below. Note that the second column shows whether the overall 
ANOVAs are statistically significant. The five columns to the right shows the F values and effect sizes 
for pairwise comparisons.
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CHAPTER 3 Descriptive statistics 93

 5. The standard deviation is equal to:

(a) The variance
(b) The square root of the variance
(c) The variance squared
(d) The variance divided by the number of scores

 6. What is the relationship between sample size and sampling error?

(a) The larger the sample size, the larger the sampling error
(b) The larger the sample size, the smaller the sampling error
(c) Sample size equals sampling error
(d) None of the above

 7. The mode is:

(a) The frequency of the most common score divided by the total number of scores
(b) The middle score after all the scores have been ranked
(c) The most frequently occurring score
(d) The sum of all the scores divided by the number of scores

 8. In box plots, an extreme score is defined as:

(a) A score that falls beyond the inner fence
(b) A score that falls between the hinges and the inner fence
(c) A score that falls between the inner fence and the adjacent score
(d) A score that falls between the two hinges

 9. A normal distribution should have which of the following properties?

(a) Bell-shaped
(b) Symmetrical
(c) The tails of the distribution should meet the x-axis at infinity
(d) All of the above

 10. If you randomly select a sample of 20 pandas (sample A), then select a sample of 300 pandas  
(sample B) and calculate the mean weight for each sample, which is likely to give a better estimate of 
the population mean weight?

(a) Sample A
(b) Sample B
(c) Both will give equally good estimates of the population mean
(d) Neither will give a good estimate of the population mean

 11. What sort of relationship is indicated by a scattergram where the points cluster around an imaginary 
line that goes from the bottom left-hand corner to the top right-hand corner?

(a) Positive
(b) Negative
(c) Bimodal
(d) Flat
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Multiple choice questions at the end of each chapter 
allow you to test your knowledge.

Examples from the literature highlight a key piece 
of research in the area.
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You might be wondering why we have to input the data differently for different designs. The 
reason is that each row on the data input screen represents the information from one participant. 
If you have a between-participants design, you need to let SPSS know what each participant’s 
score was and also which group they were in. When you have a within-participants design, each 
participant performs under two conditions and therefore has two scores. You need to let SPSS 
know what both of these scores are. Because each participant performs in both groups, you do 
not need to let SPSS know their group with a grouping variable. You can therefore tell the dif-
ference between within- and between-participants designs by looking for a grouping variable. 
If there is one, then it is a between-participants design.

You should notice from the screenshot that we have set up two variables, one for the dog 
condition and one for the no-dog condition. Also, because we do not have a grouping variable, 
we do not have to give group ‘value’ labels for any variables in the Variable View screen. Setting 
up the variables with such a design is therefore more straightforward than with between- 
participants designs.

Summary

In this chapter we have introduced you to the SPSS 
statistical package. You have learnt:

• how to use the tutorials

• how to set up variables in the Variable View part 
of the interface.

• about using Labels and Value Labels to make the 
output clearer.

• how to input data for correlational, within-
participants and between-participants designs.

• that the use of a grouping variable is important 
for between-participants designs.

Discover the website at www.pearsoned.co.uk/dancey where you can test your knowledge with  multiple 
choice questions and activities, discover more about topics using the links to relevant websites, and 
explore the interactive flowchart designed to help you find the right method of analysis.

SPSS exercises

The answers to all exercises in the book can be found in the Answers section at the end of the book.

Exercise 1

Dr Genius has conducted a study comparing memory for adjectives with that for nouns. She randomly 
allocates 20 participants to two conditions. She then presents to one of the groups of 10 participants a 
list of 20 adjectives and to the other group a list of 20 nouns. Following this, she asks each group to try 
to remember as many of the words they were presented with as possible. She collects the following data:

Adjectives: 10, 6, 7, 9, 11, 9, 8, 6, 9, 8
Nouns: 12, 13, 16, 15, 9, 7, 14, 12, 11, 13

 1. What is the IV in this study?
 2. What is the DV?
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Chapter summaries enable you to revise the main points 
of the chapter after you’ve read it.

Numerous examples in each chapter illustrate the 
key points.

CHAPTER 15 Introduction to multivariate analysis of variance (MANOVA) 487

example

Let us assume that we have conducted the well-being study described earlier in this chapter but we have 
decided to use only two indices of well-being, Happiness and Optimism. We have then obtained the 
appropriate data (see Table 15.1) from 12 people who are regular churchgoers and 12 who are atheists.

Churchgoers atheists

happiness Optimism happiness Optimism

4.00 3.00 5.00 3.00

5.00 4.00 4.00 4.00

5.00 8.00 8.00 5.00

6.00 7.00 9.00 4.00

6.00 6.00 7.00 2.00

6.00 5.00 6.00 3.00

7.00 6.00 7.00 4.00

7.00 6.00 5.00 3.00

7.00 5.00 6.00 2.00

8.00 5.00 4.00 4.00

8.00 7.00 5.00 5.00

9.00 4.00 6.00 3.00

X = 6.50 X = 5.5 X = 6.00 X = 3.50

SD = 1.45 SD = 1.45 SD = 1.54 SD = 1.00

95% CI = 5.58–7.42 95% CI = 4.58–6.42 95% CI = 5.02–6.98 95% CI = 2.86–4.14

table 15.1 Data for the well-being experiment

Before we conduct the MANOVA we need to look at descriptive statistics in order to ensure that the 
assumptions for MANOVA are not violated.

We should initially establish that the data for each DV for each sample are normally distributed. For 
this we can get SPSS to produce box plots, histograms or stem and leaf plots. The box plots for the data 
in Table 15.1 are presented in Figure 15.1.

You can see from these box plots that for both DVs in both conditions the distributions are approxi-
mately normal. These findings, along with the fact that we have equal numbers of participants in each 
condition, mean that we can continue with our MANOVA with some confidence that we do not have 
serious violations of the assumption of multivariate normality.

The second assumption, that of homogeneity of variance–covariance matrices, is assessed by looking 
at the MANOVA printout, and therefore we will go through this shortly.

Before we conduct the MANOVA it is instructive to look at the plots of the means and 95% confidence 
intervals around the means for the two DVs separately (see Figure 15.2).
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SPSS exercises at the end of each chapter give you an 
opportunity to test yourself using real data.
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 1.1 Why teach statistics without mathematical 
formulae?

Statistics as a topic tends to strike fear into the hearts and minds of most social science students 
and a good many lecturers too. Understanding statistical concepts should, however, be no more 
difficult than understanding any other theoretical concept (for example, the concept of intelli-
gence). In fact, one would think that understanding a very concrete concept such as the arith-
metical mean would be a good deal easier than understanding a rather vague psychological 
concept such as ‘an attitude’. Yet, every year, it seems that the majority of students, who appar-
ently grasp many non-statistical concepts with consummate ease, struggle to understand statis-
tics. Our view is that most people are fearful of statistics because the concepts are lost in the 
mathematical formulae. We therefore seek to explain statistics in a conceptual way without 
confusing students with unnecessary mathematical formulae – unnecessary, that is, in these 
days of statistical computer packages. If students wish to learn these formulae to enhance their 
knowledge, what better platform to have than a conceptual understanding of statistics?

Statistics tend to have a bad reputation, as this quote often attributed to former British Prime 
Minister Benjamin Disraeli illustrates: ‘There are three sorts of lies: lies, damned lies and 
statistics.’ It is not the statistics that are at fault, however, but rather the way they are used. 
After all, we do not usually blame the gun for killing someone but the person who pulled the 
trigger. All too often, particularly in politics, statistics are quoted out of context or even used 
selectively. This problem is clearly illustrated in a letter from Ed Humpherson, the Director 

CHAPTER OVERVIEW

In trying to explain how to use and understand statistics it is perhaps best to start by outlining the 
principal factors in designing research. We will therefore describe the most important aspects of 
research design with a view to explaining how they influence the use of statistics. In this chapter, 
therefore, we aim to teach you about the following:

■	 variables: continuous, discrete and categorical
■	 independent and dependent variables
■	 correlational, experimental and quasi-experimental designs
■	 between-participant and within-participant designs.

Variables and 
research design 1
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General for regulations at the UK Statistics Authority to Siobhan Carey who was Head of 
Profession for Statistics at the UK Government Department for Business, Innovation and 
Skills, sent on 16 February 2016 (you can find this letter on the site by typing ‘Carey’ in the 
search box on the homepage). In this letter Ed Humpherson is seen to reprimand the Minister 
of State Joseph Johnson for the use of complex statistics relating to poor performing UK 
universities which were not clearly defined and had not been previously published. Ed 
Humpherson notes that because there was a lack of clarity with these statistics that it was not 
clear that the proportion of poorly performing universities was high as was implied by Joseph 
Johnson. The letter concludes with the following: ‘The Authority would ask that you raise this 
with your colleagues and take steps to ensure that future such references to statistics are sup-
ported by publication with sufficient commentary and guidance as to enable informed debate.’ 
This clearly indicates an expectation that statistics be used within an appropriate context and 
be clearly defined and explained. The letter from Ed Humpherson, along with other letters 
relating to the official use of statistics in the UK, can be found at the UK Statistics Authority 
website (www.statisticsauthority.gov.uk). This is a really good website as it provides insights 
into how politicians use and often misuse statistics. Another good website about statistics and 
research is ‘Sense About Science’ (www.senseaboutscience.org). This site provides lots of 
useful information with the intention of helping people better understand science and scientific 
findings. One part of the site, the ‘For the record’ section, highlights examples of poor repre-
sentations of scientific research in the news. A recent example of this was a study reported in 
the national UK media (e.g. Daily Mail and The Daily Telegraph). The findings from the 
original unpublished study were presented at an academic conference in the US and found 
differences between mice born to mothers exposed to the vapours from e-cigarettes and those 
born to mothers exposed just to clean air. The study was reported in the media as providing 
evidence that using e-cigarettes during pregnancy is as bad as, or even worse than, smoking 
cigarettes. On the ‘Sense About Science’ website, Professor Peter Hajek clearly outlines the 
problems with the reporting of this study. He states that this was an unpublished study and so 
the data cannot be checked and verified and, more fundamentally, the study did not compare 
the mice exposed to e-cigarette vapour with those exposed to tobacco smoke, and so the com-
parisons with smoking cigarettes used in the headlines and the newspaper articles themselves 
were unjustified.

These examples show some of the problems with understanding and reporting of research 
based upon statistics. Yet politicians and the national media are happy to rely on poorly reported 
statistics to help colour our judgments about a whole range of issues for their own purposes. 
We should point out that this is not just a problem for politicians actually in government, it is 
widespread among politicians. This is even acknowledged in a report by the UK’s Statistics 
Commission which was the forerunner to the UK Statistics Authority. In this report (2008) the 
Commission states:

Statistics have been, and always will be, used selectively by politicians and commentators in 
the course of public debate. The selection and emphasis of particular statistical information 
to favour, or contest, a policy argument has to be tolerated as part of the political process. It 
is essential however that, to balance the politically selective use of statistics, the figures 
themselves, with full explanation, should be equally accessible and understandable to every-
one. There should also be public corrections of manifestly misleading interpretations.

These examples clearly illustrate the importance of viewing statistics in the correct context. If 
we say to you, for example, that the average (mean) height of the adult male is 5 ft 8 in (173 cm), 
this may be meaningful for British men but not necessarily for men from African pygmy tribes 
where the average height can be as low as 4 ft 9 in (145 cm). We believe that being able to inter-
pret statistics and whether or not they have been used appropriately is a very important life skill, 
particularly in the age of the internet and the widespread availability of information (good and 
bad in quality) about every aspect of life.
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 1.2 Variables

We have explained a very important aspect of statistics: that they are only meaningful in a 
context. But what is it that statistics actually do? Essentially, statistics give us information about 
factors that we can measure. In research the things that we measure are called variables.

Variables are the main focus of research in science. A variable is simply something that can 
vary: that is, it can take on many different values or categories. Examples of variables are 
 gender, typing speed, top speed of a car, number of reported symptoms of an illness,  temperature, 
attendances at rock festivals (e.g. the Download festival), level of anxiety, number of goals 
scored in football matches, intelligence, number of social encounters while walking your dog, 
amount of violence on television, occupation, number of cars owned, number of children per 
family and favourite colours. These are all things that we can measure and record and that vary 
from one situation or person to another.

But why are we interested in variables? We are generally interested in variables because we 
want to understand why they vary as they do. In order to achieve such understanding we need 
to be able to measure and record the changes in these variables in any given situation.

 1.2.1 Characteristics of variables

You will notice from the examples of variables above that they have different characteristics. 
Whereas you can measure temperature in terms of Fahrenheit or Celsius and put a number to it, 
you cannot meaningfully do this for type of occupation. This represents one important 
characteristic of variables: that is, how they actually change. At one end of the spectrum we have 
variables that are said to be continuous: that is, they can take any value within a given range. Or, 
more accurately, the variable itself doesn’t change in discrete jumps. A good example of a 
continuous variable is temperature. This is because you could measure the temperature as, say, 
40 °C or you could measure it more accurately as, say, 40.2558 °C. Another less obvious example 
is the measurement of the amount of violence on television. We could measure this in terms of 
the amount of time that violence appears on screen per day. If measured in this way, in terms of 
time, the variable could take on any value in terms of seconds or parts of seconds (e.g. 1000 s 
or 1000.1235672 s per day). The only limitation in the precision of measurement of such 
variables is the accuracy of the measuring instrument. With continuous variables there is an 
assumption that the underlying variable itself is continuous, even if the way in which we measure 
it is not. Of the examples given earlier, temperature, level of anxiety, top speed of a car, typing 
speed and intelligence could be regarded as continuous whereas the rest could not (see Table 1.1).

Continuous Discrete Categorical

■	 Temperature

■	 A car’s top speed

■	 Typing speed

■	 Intelligence

■	 Level of anxiety

■	 Number of reported symptoms of an illness

■	 Number of cars owned

■	 Number of goals scored in a football match

■	 Number of social encounters while walking your 
dog

■	 Attendances at heavy rock festivals

■	 Number of children in a family

■	 Gender

■	 Occupation

■	 Favourite colour

■	 Type of fast food restaurant

Table 1.1 Examples of continuous, discrete and categorical variables
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A variable could also be discrete: that is, it can take on only certain discrete values within 
the range. An example of such a variable is the reported number of symptoms of an illness that 
a person has. These can only be recorded in terms of presence or absence of symptoms and 
therefore in terms of whole symptoms present. Another example would be if we chose to meas-
ure the amount of violence on television in terms of the number of violent incidents per week. 
In such a case, we could only report the number of discrete violent incidents. We could not use 
it to measure in terms of fractions of a violent incident; therefore violence on television meas-
ured this way is termed a discrete variable. Of the examples given earlier, the most obvious 
discrete variables are number of reported symptoms of an illness, number of social encounters 
while walking your dog, attendance at a rock festival, number of cars owned, number of children 
per family and number of goals scored in a game of football.

One problem that arises when thinking about continuous and discrete variables is confusing 
the underlying variable with how it is measured. A variable may in theory be continuous, but 
the way we measure it will always be discrete, no matter how accurate we are. We could measure 
anxiety (a theoretically continuous variable) using a questionnaire (e.g. the State–Trait Anxiety 
Inventory; Spielberger et al., 1983) where the total score on the questionnaire gives an indica-
tion of a person’s level of anxiety. Total scores on this questionnaire can only increase in whole 
units, say from 38 to 39 or from 61 to 62. Thus, the way we have measured anxiety is discrete 
whereas the underlying variable is assumed to be continuous.

Additionally, often when analysing discrete variables they are treated as if they were continuous. 
Many of the statistical tests that we use assume that we have continuous variables. Often when a 
discrete variable can take on many different values within a range (e.g. attendances at heavy rock 
festivals) they can reasonably be treated as if they were continuous for the sake of statistical testing.

Another type of variable is a categorical variable. This is where the values that the variables can 
take are categories. A good example is gender, which has only two values that it can take: male or 
female. Categorical variables can also sometimes have many possible values, as in type of occupa-
tion (e.g. judges, teachers, miners, grocers, civil servants). When dealing with categorical data we 
have an infinite number of variables that we might wish to investigate. We could, if we wished to, 
categorise people on the basis of whether or not they ate chocolate sponge with tomato ketchup at 
6.30 this morning. The only obvious examples of categorical variables given in our list of variables 
described at the beginning of this section are occupation, gender and favourite colour.

Try to ensure that you understand the different types of variable that you are measuring, as 
this is important when deciding how to analyse data.

 1.2.2 Dichotomising continuous and discrete variables

It is often the case that researchers convert continuous or discrete variables into categorical vari-
ables. For example, we might wish to compare the spatial ability of tall and short people. We could 
do this by comparing people who are over 6 ft 4 in (193 cm) with those under 4 ft 10 in (147 cm) 
on a spatial ability test. Thus, we have chosen points on the continuous scale (height) and decided 
to compare those participants who score above and below these points (see Figure 1.1).

Another example might be to compare the memory ability of anxious and non-anxious 
individuals. We could measure anxiety levels using a questionnaire; this is a continuous variable 
measured on a discrete scale. For example, the Hospital Anxiety and Depression Scale has an 

Definitions

Continuous variables can take on absolutely any value within a given range.

Discrete variables can only take on certain discrete values in a range.

Categorical variables are those in which we simply allocate people to categories.
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anxiety scale that ranges from 0 to 21. To convert this to a categorical variable we would simply 
compare those who score above a certain value (say, 11) with those who score below this value.

This dichotomising (dividing into two categories) of continuous and discrete variables is 
quite common in psychology as it enables us to find out if there are differences between groups 
who may be at the extremes of the continuous or discrete variables (e.g. tall and short people). 
We do not, however, recommend such a practice as it reduces the sensitivity of your statistical 
analyses. There is a good discussion of such problems in Streiner (2002), in Maxwell and 
Delaney (1993) and more recently in Altman and Royston (2007). We mention this here only 
so that you are aware that it happens in the research literature and so that you will understand 
what the researchers have done.

Discussion point

Dichotomising continuous variables

Why do researchers dichotomise variables? Streiner (2002) highlights the point that many decisions in 
psychology, psychiatry and medicine are binary decisions. Binary decisions are those where there are 
two choices, such as whether or not a person has a mental disorder, whether or not a person has a 
specific disease, whether a person should be hospitalised or whether a person should be released from 
hospital. It is often argued that because clinicians have to make such binary decisions, it is legitimate 
to investigate variables in a binary way. Such reasoning is used to support the widespread practice of 
dichotomising continuous variables.

Streiner argues that we do not have to view the sorts of decision that clinicians make as binary. He 
suggests that it would be better to think of mental illness, for example, as being on a continuum: the 
more symptoms you have, the more affected you are. We should then measure such constructs on 
continua rather than dichotomising them. That is, rather than using questionnaires to categorise indi-
viduals we could use the questionnaires to get a measure of where they fall on a continuum. Such 

Continuous variable

Tall Short

Height (feet)

6

4

2

Categorical variable

Figure 1.1 Illustration of the conversion of continuous variables into categorical variables
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information can then be utilised in our decisions for treating individuals, etc. It is interesting to note 
that the latest version of the Diagnostic and Statistical Manual of Mental Disorders (DSM-V) has moved 
much more to seeing mental disorders on a continuum rather than as categorical.

An example may illustrate dichotomisation better. We suggested earlier that we could categorise 
individuals as anxious or non-anxious on the basis of their scores on a questionnaire. Researchers 
investigating anxiety sometimes utilise questionnaires in this way. Those participants who score high 
on the questionnaire are classed as high in anxiety whereas those who have low scores are classed as 
low in anxiety. The ‘median-split’ method is often used in this regard, where those participants who 
score above the median are categorised as anxious and those who score below the median as non-
anxious (e.g. Takács et al., 2015).

Streiner argues that the practice of dichotomising continuous variables tends to lead to research 
that is low in power (we cover power further in Chapters 5 and 8). The reason for this is that it results 
in us losing a lot of information about participants. For example, suppose two individuals score 20 and 
38 on an anxiety inventory and that we come to classify them both as low in anxiety (they both fall 
below the median). In any subsequent analyses based upon this categorisation, both of these partici-
pants are treated as being identical in terms of their anxiety levels (i.e. they are both non-anxious). 
According to our questionnaire, however, there is a very large difference between them in terms of their 
actual anxiety levels. Treating these two individuals as the same in terms of anxiety level does not seem 
to make sense. It would be much more sensible to try to include their actual anxiety scores in any 
 statistical analyses that we conduct.

Additionally, we may find that there is a larger difference in terms of anxiety between the two 
participants classed as non-anxious than there is between two participants where one is classed as 
anxious and one is not. For example, suppose our median is 39: all those scoring above 39 are classed 
as anxious and those who score below 39 are non-anxious. We can see here that the non-anxious person 
who has a score of 38 has much more in common with an anxious person whose score is 41 than they 
do with another non-anxious person who has a score of 20. Yet in any subsequent analyses the participants 
with scores of 20 and 38 are classified as identical in terms of anxiety and these are classed as equally 
different from the person who has a score of 41. This just does not make any sense.

Streiner also highlights research that has shown that analyses using dichotomous variables are about 
67% as efficient as analyses using the original continuous/discrete measures. This is an incredible loss of 
sensitivity in the study. It means that you are only two-thirds as likely to detect relationships among variables 
if you dichotomise continuous variables. This is a serious handicap to conducting research. Moreover, loss 
of power is not the only problem that arises when dichotomising variables. Maxwell and Delaney (1993) 
have shown that such a practice can actually lead to spurious findings arising from statistical analyses.

Therefore, we advise you against dichotomising continuous variables.

Activity 1.1

Which of the following are continuous, which are discrete and which are categorical?

• Wind speed
• Types of degree offered by a university
• Level of extroversion
• Makes of car
• Division in which football teams play
• Number of chess pieces ‘captured’ in a chess game
• Weight of giant pandas
• Number of paintings hanging in art galleries

The correct answers can be found at the end of the book.
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 1.3 Levels of measurement

Another way of distinguishing between variables or scales is in terms of the level of measure-
ment. There are four levels of measurement and these vary as a function of the way in which 
the variables are measured. The four different levels are:

Nominal
1

Ordinal
2

Interval
3

Ratio
4

At the lowest level of measurement are nominal scales. These are in effect categorical variables 
in that they represent different categories, but they also have the characteristic that there is no 
particular order that can be given to the categories. A good example of a nominal scale is gender, 
which has two categories, male and female. You should be able to see that there is no logical way 
of ordering these two categories in terms of magnitude. Another example would be ethnic group: 
again we can categorise people in terms of their ethnic group but we could not put these groups 
in any particular order – they are simply different categories. When dealing with nominal-level 
measures, we are simply assigning people to categories and the data we obtain are in the form of 
frequency counts. Frequency counts simply tell us how many people we have in each category.

At the next level of measurement we have ordinal scales. Quite often in psychology we use 
ratings scales to measure participants’ responses. For example, we might want to know how 
nervous a person is just before they take part in a study we are running. We could use a scale 
like that presented below to gauge how nervous they are.

I’m cool, man!

1 2 3 4 5

Whoa, this is
getting serious!

I’m a quivering
wreck!

Using such a scale we can place participants in some sort of order in terms of how nervous 
they are prior to the study (hence ordinal scale). I would be able to say that someone who put 
a circle around the ‘1’ was less nervous than someone who put a circle around the ‘3’ or around 
the ‘5’. One of the drawbacks with such scales is that we cannot say that the difference between 
‘1’ and ‘2’ on the scale is the same as the difference between ‘3’ and ‘4’ on the scale or that the 
difference between ‘I’m cool, man!’ and ‘Whoa, this is getting serious!’ is the same as the dif-
ference between ‘Whoa, this is getting serious!’ and ‘I’m a quivering wreck!’ Thus we do not 
have equal intervals on the scale.

At the interval level of measurement, we are able to put scores in some sort of order of 
magnitude and we also have equal intervals between adjacent points on the scale (hence interval 
scale). A good example of an interval scale is one of the commonly used scales to measure 
temperature, such as Centigrade or Fahrenheit. On such scales we can say that the difference 
between 1 and 2 degrees is the same as the difference between 9 and 10 degrees or between 99 
and 100 degrees. We have equal intervals between adjacent points on the scales. The disadvan-
tage of such scales is that there is no absolute zero on them. Thus whilst there are zero points 
on both the Centigrade and Fahrenheit scales these are arbitrary zero points – they do not equate 
to zero temperature. The zero point on the Centigrade scale was chosen as it was the point at 
which water freezes, and the zero point on the Fahrenheit scale is equally arbitrary. When we 
reach zero on these scales we cannot say that there is no heat or no temperature.
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Because of this we cannot say that 4 °C is half as warm as 8 °C or that 40 °C is twice as hot 
as 20 °C. In order to make such statements we would need a measuring scale that had an abso-
lute rather than an arbitrary zero point. A good example from the psychological literature is 
anxiety which is usually measured through questionnaires such as the Spielberger State-Trait 
Anxiety Inventory. A zero score on this questionnaire doesn’t mean that a person has absolutely 
no anxiety and we cannot say that a person with a score of 40 is twice as anxious as a person 
with a score of 20.

The final level of measurement is the ratio scale. Ratio scales have all the features of interval-
level data but with the addition of having an absolute zero point. For example, if I wanted to 
measure how long it took you to read this paragraph, I would start the timer going when you 
started at the beginning of the paragraph and then stop it when you had read the last word of 
the paragraph. Here we have a scale where the intervals between adjacent points are equal: that 
is, the difference between 1 and 2 seconds is the same as that between 79 and 80 seconds. We 
also have a zero point which is an absolute zero. The point where you are just preparing to start 
reading the paragraph is zero in terms of time spent reading the paragraph. Another example 
of a ratio scale is speed of a car. When the car is not moving it has zero speed (an absolute zero 
point) and the difference between 9 and 10 k.p.h. is the same as that between 29 and 30 k.p.h. 
The useful point about having an absolute zero is that we can form ratios using such scales 
(hence ratio scales). Thus, I can say that a car moving at 100 k.p.h. is moving twice as fast as 
one moving at 50 k.p.h. Or a person who read this paragraph in 30 seconds read it twice as fast 
as someone who read it in 60 seconds.

Levels of measurement are important as they can have an influence on what sorts of statisti-
cal test we can use to analyse our data. Usually, we can only use the most sensitive statistical 
techniques (called parametric tests) when we have either interval- or ratio-level data. If we have 
nominal- or ordinal-level data, we have to make do with the less sensitive non-parametric tests 
(we cover the conditions for using different types of test in more detail in Chapter 5).

Definitions

Ratio scales have equal intervals between adjacent scores on the scale and an absolute zero.

Interval scales have equal intervals between adjacent scores but do not have an absolute zero.

Ordinal scales have some sort of order to the categories (e.g. in terms of magnitude) but the intervals 
between adjacent points on the scale are not necessarily equal.

Nominal scales consist of categories that are not ordered in any particular way.

 1.4 Research designs

There are many different statistical techniques that we use to analyse the data we have collected 
in research. We will be introducing you to some of the most widely used in this book as well as 
providing you with an understanding of the factors which determine which statistical technique 
should be used in a given situation.

One of the biggest factors in determining which statistical tests you can use to analyse your 
data is the way you have designed your study. There are several ways to design a study and the 
way you do so can have a great influence on the sorts of statistical procedure that are available 
to you. Sometimes researchers wish to look for differences between two groups of participants 
on a particular variable and at other times they might want to see if two variables are related in 
some way. An example of a study which investigated differences between conditions is the 
research reported by Guéguen and Ciccotti (2008). In this study the researchers were interested 
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in whether or not dogs facilitate social interactions and helping behaviours among adults. The 
researchers ran four different studies where male and female researchers walked with and 
without dogs. In two studies the researcher approached people and asked for some money, in 
another study the researcher dropped some coins to see if people would help to pick them up 
and in a final study a male researcher approached females in the street and asked them for their 
phone numbers. In each study the researcher did the tasks both with and without dogs. In all 
four studies they found that helping behaviours were higher when the researcher had a dog than 
when they didn’t have a dog. An example of research looking for relationships would be the 
study reported by Antonacopoulos and Pychyl (2014). In this research they were interested in 
the relationship between dog walking and mental health. Through an online questionnaire they 
discovered that talking with others whilst walking a dog was related to how lonely people felt 
such that increases in talking to others was associated with decreased loneliness. The statistical 
tests that we would use in these examples are called difference tests and correlational tests 
respectively. The way you design your study will influence which of these sorts of test you can 
use. In the following sections we will take you through several ways of designing studies and 
indicate which sorts of test are available to the researcher conducting such studies.

 1.4.1 Extraneous and confounding variables

Above we described a study by Guéguen and Ciccotti (2008) about the effects of walking with 
a dog on social interactions and helping behaviours. If you think about this study you may 
realise that there are factors other than owning a dog that could also affect the social encounters 
people have when they are out with their dogs. Other factors might include shyness of the 
walker, attractiveness of the walker, gender of the walker, breed of dog and a whole host of other 
variables. These are all factors that the researcher might not have accounted for but which may 
have influenced the social interactions; they are called extraneous variables. In any research 
situation, whether in chemistry, physics or psychology, account has to be taken of extraneous 
variables. If extraneous variables are overlooked, the conclusions that may be drawn from the 
studies may be unreliable. Thus, in the dog-walking example, if the extraneous variables just 
described had not been controlled, we would not be able to say for certain that any differences 
in social interactions were due to the ownership of a dog. The differences may have been due 
to any one or a combination of the extraneous variables just described. The main reason for 
conducting research under laboratory conditions is to try to control extraneous variables as 
much as possible. You will find that many of the research issues that we describe in this chapter 
are designed to reduce extraneous variables.

You have to be aware that for any given variable that you measure there will be a number of 
other variables that may be related to it (see Figure 1.2, for example). When we conduct a study 
such as the dog and social interaction one, we cannot be certain that it is being with (or without) 
a dog that has led to a change in social interactions. Thus we need to try to eliminate the other 
variables (extraneous variables) as possible reasons for our observed changes in social interac-
tions. We do this by trying to control these other variables: for example, by trying to match our 
dog and no dog participants as much as possible on shyness, attractiveness and gender. Also, 
we could ensure that all participants are out with the same type of dog and that they are out at 
the same time and on the same day of the week. Once we have controlled these other variables 
then we may be more confident in our conclusions that being out with a dog influences the 
number of social interactions a person will have.

Definition

Extraneous variables are those variables that might have an impact on the other variables that we are 
interested in but we may have failed to take these into account when designing our study.
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